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CHARACTERIZATION AND MODELING OF PHOTON ABSORPTION IN ASPHALT 
MATERIALS FOR IMPROVED ACCURACY AND CONSISTENCY OF NUCLEAR 

DENSITY MEASUREMENT 

 

EXECUTIVE SUMMARY 

Although the nuclear density method has been widely used in the compaction measurement of 

both soils and asphalt pavements, its accuracy for asphalt pavements is not as good as that for 

soils. Due to this issue, many disputes have incurred in construction projects, which resulted in 

replacement of the nuclear test method with the core sample method in many state DOTs for 

quality assurance or acceptance including the DOT Region II states. However, most contractors 

still use it on quality control as a fast and economic test method. The above disputes can mainly 

attribute to the effect of asphalt’s chemical constitution on the nuclear gauge count readings. 

There are three basic types of photon interaction with matter, i.e., the Compton, photoelectric, 

and pair production effects. The Compton effect is dominant in the existing nuclear test 

methods. Attenuation from the Compton effect is proportional to electron density. Because the 

hydrogen atom has different ratio of electron/atom mass from other atoms, the content of 

hydrogen atom in the bulk material may produce significant effects on the nuclear density 

measurement results. Therefore, to accurately predict material density from the photon count 

number, the relative composition related to hydrogen needs to be corrected or decoupled.  

The goal of this project is to improve the accuracy and consistency of the nuclear test methods 

in asphalt pavement construction through decoupling the attenuation effect of electrons of 

hydrogen and other types of atoms. To this end, NIST standard molds with fine aggregate 

mixed with different contents of foam particles and water as well as asphalt binder have been 

used for nuclear reading in the direct transmission mode. The hydrogen content (H) has been 

first measured by neutron scattering. We assume the pure fine aggregate does not contain any 

hydrogen, which can be used to calibrate the dry density versus the count number. Using the 

count number (CN) versus actual density (D) at different hydrogen contents, one can obtain the 

effects of hydrogen atoms and therefore derive the function of CN in term of D and H in the 

log scale, which exhibits a linear trend approximately as Ln(CN) = -k1 D + k2 H + b. Our 

investigation also disclosed that the effect of the mold boundary can be disregarded as long as 

the source is beyond 4ʺ to the boundary, but the transmission distance from the source to the 

detector has significant effect so that the function has different forms for different source depths.  

Based on the discovery of this function of CN related to D and H, we can develop a new 

calibration method of the nuclear gages with ≥3 calibration blocks including one aluminum, 

one magnesium and one polymer blocks with hydrogen content known. The first two can be 

used to determine k1 and b, whereas the last one can be used to determine k2. Redundant blocks 

can be used to reduce the accidental errors and improve the accuracy. At the same time, the 

last two blocks can be used to calibrate the moisture measurement function for neutron 
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scattering. Once the calibration function for a measurement mode is constructed, we can obtain 

the calibration table for actual measurements.  

Because the major improvements are through the fundamental testing principles, the main 

changes are conducted through the calibration method and count reading analysis. The 

improved test method will be economically feasible and easy to use as the existing nuclear test 

method. The team is seeking the opportunity to transfer this technology to industry and 

demonstrate the method through the field projects. The developed technology together with the 

new hardware will be released and produce national and international impact on asphalt 

pavement construction. 
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1. INTRODUCTION 

1.1 Research background and problem statement 

In the current asphalt pavement construction practice, there are two main approaches to 

measure the density and compaction of asphalt materials: core sample test and nuclear test. As 

a more primitive testing method, the core sample test involves extracting core samples and 

taking them off-site for analysis. The test results are often not available for as long as 24 hours 

after sampling, which is especially problematic in asphalt construction projects. Moreover, the 

testing processes are labor-intensive and expensive. On the other hand, as a non-destructive 

test method, nuclear method uses a portable device, which is placed on the pavement surface, 

and instantly shows the material density in as short as 1 minute [1,2]. Figure 1 illustrates the 

field tests using the two methods. For the core sample test, a drill machine shall be transported, 

some supplies such as water and power source shall be provided as seen in Figure 1(a). After 

a core sample is extracted and sent to laboratory for density testing, a hole is left in the 

pavement as seen in Figure 1(b). However, for the nuclear test, the density can be read 

immediately without any damage to the pavement as seen in Figure 1(c).  

 

Figure 1. Illustrations of core sample test and nuclear test methods: (a) Coring; (b) coring 

hole, and; (c) nuclear gauge 

Nuclear gauges have been world-widely used in the compaction control of pavement 

construction since Caltrans firstly used it in the 1950s. In its long history, the method has been 

proved to be safe, precise, and stable for most applications. Especially, it provides excellent 

accuracy for measuring soil compaction.  The nuclear method was originally invented by the 

petroleum industry for determining densities and liquid quantities in the ground in the later 

1940’s. The Cornell University first conducted experiments using nuclear methods to 

determine the subsurface soil moisture and density in 1950. In 1954, Caltrans started to study 

the nuclear test methods on measuring soil moisture and density in several highway projects 
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[3]. Some investigation was conducted to improve the test accuracy and formalize the 

application in highway construction [3–6]. Rapidly, the nuclear test method was adopted by 

some other states in highway construction quality control [7,8].  

The main concern to use the nuclear method in QC/QA project is the considerable difference 

between the two methods. Surely, the core sample method directly measures the actual density 

of materials; whereas the nuclear method is an indirect method for electron density. However, 

what the core sample method measures is not the actual in-field density of asphalt materials. 

During the coring operation as seen in Figure 1(a), additional densification occurs, and cooling 

water is forced into the specimen and increases the weight [2]. Moreover, the effect of voids 

on the surface of cores cannot be excluded, which further increases the measured density 

compared with the in-field density. In contrast, the nuclear method truly targets at the in-field 

density of asphalt pavements.  

However, some problems do exist within the current nuclear method for the density 

measurement of asphalt materials. As one member of NGTG formed by California Department 

of Transportation (Caltrans), the PI Dr. Yin conducted a historical review of Caltrans’ pioneer 

research in the nuclear method, closely communicated with the main nuclear gauge 

manufacturers, and consulted with Caltrans’ researchers and engineers about the usage of 

nuclear gauges within the state [2]. During this investigation, Dr. Yin identified the main reason 

that the nuclear method is so successful in soil density measurement, but is disputable in asphalt 

pavement density measurement. However, some further research and experiments have to be 

done to address the current problems, to investigate the accuracy and precision of the new test 

method, and to validate the test method in field construction projects.  

In the process of the density measurement with a nuclear gauge, gamma photons are emitted at 

a specific source, and pass through the test materials. Because photons collide with the 

electrons of the test material and the probability of the collisions essentially depends on the 

density of the material, the number of photons that reach the detector can serve as a 

measurement for the density of the materials: the higher the density of the test materials, the 

fewer the photons that reach the detectors. Because what a nuclear gauge measures is the 

number of gamma photons counted by its detector, how to objectively transfer the count into a 

value of density or moisture is crucially important. Nuclear gauge calibration is to find the 

correlation between the radiation counts and the density values for the gauge, which can be 

represented by some curves with specific equations or by a calibration table.  

At the early stage, the nuclear gauge calibration data used was either provided by the gauge 

manufacturer, or generated by field tests. To obtain calibration data from field tests, materials 

with different densities or compactions were measured by nuclear gauges and another test 

method [5], and then a correlation between nuclear count readings and actual densities 

measured by the other test method was established. The calibration curves were generally fitted 

by linear equations. However, neither of them is satisfactory. The manufacturer ones lack 

means for references; whereas the field calibrated ones only have a narrow range of field 
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densities with poor accuracy due to the variability of field test method and non-uniformity of 

field materials [9]. Engineers turned to develop a permanent laboratory calibration procedure 

with some standard calibration blocks.  

However, the count reading of a nuclear gauge in density measurement is also affected by the 

chemical constitution of the tested materials, the boundary conditions, the geometry of 

measurement devices, and energy level of the radioactive source, etc. It is impossible to 

establish a perfect calibration table of a nuclear gauge for different kinds of materials. As a 

result, significant differences between the nuclear density reading and the density measured by 

other test methods may be observed.   

Although the nuclear method has been used in the compaction measurement of both soils and 

asphalt pavements for a long time, its accuracy for asphalt pavements is not as good as that for 

soils. The correlation of nuclear density results and core densities for asphalt pavements were 

respectively studied [10–14]. All of these research results showed considerable differences 

between the nuclear test method and the core sample method. Due to this problem, a lot of 

disputes incurred in construction projects, and more than half of state DOTs have ceased to use 

nuclear gauges in the QC/QA projects including all Region II states. Consequently, some new 

test methods were proposed, such as the vibration based method [15] and the electromagnetic 

method [16–18], but none of them has the measuring accuracy and stability comparable to the 

nuclear method, which stimulates us to renovate the existing nuclear density testing and to 

improve the accuracy of this test method. 

In the existing test method, the following steps are conducted: 

1. A nuclear gauge is originally calibrated with three metal standard blocks, whose 

actual densities, at around 110, 135, and 160 pcf, are transferred to soil densities 

considering the chemical constitution. Based on the nuclear gauge readings and their 

equivalent soil densities, the calibration constants in a predetermined equation are 

established and a calibration table is developed. As shown in Figure 2, the calibration 

curve passes across the calibration points obtained by the three blocks, respectively.  

2. To measure density in an asphalt pavement construction project, a test strip of 600 

ft long shall be constructed first. Then, both the nuclear density and the core density 

are obtained. Because the nuclear calibration table aims at soils, the nuclear gauge 

density reading is surely not accurate, so an offset is observed as seen in Figure 2.  

3. During the actual measurement, the density value is obtained through the nuclear 

gauge density reading plus the offset, which means that the nuclear gauge calibration 

curve (“Assumed asphalt calibration” curve) for asphalt materials follows the same 

tendency as soils with a fixed offset.  
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Figure 2. Schematic illustration for the problem in the nuclear gauge. 

Because soils and asphalt materials have different chemical constitution, in Figure 2, generally, 

the asphalt calibration curve follows another tendency, for example, as the red curve marked 

with “Actual asphalt calibration”, which still passes over the red dot with the offset. Obviously, 

the existing test method cannot obtain the correct density due to the considerable difference 

between the “Assumed asphalt calibration” curve and the “Actual asphalt calibration” curve. 

Finding the actual asphalt calibration curve is of the highest priority in this project.  

In addition, the existing test method imposes some limitations in the practice. First, to obtain 

the offset, a test strip with the same job mix formula (JMF) has to been constructed, which 

means that the existing test method can only be applicable to new construction. If the actual 

asphalt calibration curve can be obtained, the new test method can be used to measure the 

density of existing pavement materials. Moreover, during acquiring the offset, the core sample 

method is used, so the test error of that method is accumulated in the nuclear method. It is 

crucial to keep the nuclear calibration method independent of the core method in achieving a 

higher accuracy. 
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1.2 Research objectives 

The proposed work is to investigate the disputable issues in the current test method. The 

objectives of this study will be addressed through the completion of the following major tasks: 

1. Identify the major mechanism to improve the accuracy and consistency of the nuclear 

measurements 

2. Construct the calibration function of nuclear density measurements for pavement 

materials  

3. Develop a new test method and demonstrate the test procedure through preliminary 

tests  

A combined experimental and theoretical approach will be conducted. The proposed project 

will conduct a thorough literature review about the above research tasks and investigate the 

fundamental research about the energy absorption difference between asphalt and soil materials, 

so that the reason why the nuclear method for asphalt materials is not as accurate as that for 

soils will be quantitatively evaluated. To measure the nuclear gauge count reading changing 

with asphalt material density, a set of test blocks with different air voids and moisture contents 

will be prepared. The actual densities of the blocks and nuclear gauge count readings will be 

measured and analyzed, and an appropriate calibration equation will be developed. 
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2. LITERATURE REVIEW 

A literature review about the problems and concerns of using nuclear gauges in asphalt 

pavement construction has been conducted. Technical and institutional issues to abandon 

quality acceptance based on nuclear methods that are perceived by DOTs are also included. 

This literature review provides some insights and potential solutions for the problems, 

including the research done at other DOTs and academia, and new development of nuclear 

gauge technologies. In addition, the count reading of nuclear gauge depending on the material 

types have been also reviewed. 

The nuclear method was originally invented by the petroleum industry for determining 

densities and liquid quantities in the ground in the later 1940’s. Since Cornell University 

conducted experiments using nuclear methods to determine the subsurface soil moisture and 

density in 1950, from 1954 to 1958, the California Division of Highways, which was the former 

of Caltrans, tentatively conducted subsurface measurements of soil moisture and density on 

several highway projects [19]. Notice that in this report, for consistence, all usages of California 

Division of Highways are replaced by California Department of Transportation or Caltrans 

hereafter. By 1958, surface gages have been developed for measuring soil moisture and density. 

From 1959 to 1961, Caltrans utilized the Nuclear –Chicago surface probes on various highway 

projects and compared the test results with those by sand volume tests, and found that the 

densities indicated by the nuclear surface probes could be up to 15 pounds per cubic foot (pcf) 

higher than the densities determined by sand volume tests. The investigations suggested that 

the use of a calibration curve for each type of soil would increase the accuracy of the density 

readings, whereas one moisture calibration was accurate enough for most soils [19]. Therefore, 

it was proposed to use separate laboratory density calibration curves for different soils to 

replace the manufacturer density calibration curve for all soils.   

With the increase of the knowledge of nuclear test method, in 1964, a standard guide to use 

nuclear gauge in Caltrans was developed [4], which made it possible for nuclear gauge testing 

to become a practical test method in quality control of highway construction in California. 

However, some challenging problems still exist such as how to improve the reproducibility of 

gauge readings and how to reduce the difference with other test methods. Weber [3] reported 

the laboratory and field evaluation of nuclear surface gauges for determining soil moisture and 

density. Eight types of soils from various areas of California were used for laboratory 

calibration. The use of a density calibration for each soil will significantly increase the accuracy 

of the readings compared to that using one calibration for all soils. Ten construction projects 

were investigated by comparing the density readings with the sand volume test and the moisture 

readings with the oven dry method. An alternative density calibration in field was proposed to 

calibrate nuclear gauges with a soil under increasing number of passes of a roller. However, 

the results showed that after four passes, the gauge density readings reach a plateau. Moreover, 

establishing separate calibration curves for different materials imposed a considerable 

restriction on the application of nuclear gauges.  
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In 1964, Caltrans and California Department of Water Resource conducted a cooperative study 

on nuclear gauge testing [5]. Six different soil types were studies in laboratory including sands, 

sands and gravel, shale, sandstone, to clay, whose densities had the range from 77 to 148 pcf 

and whose moistures the range from 3.0 to 27.5 pcf. For each test mode of density calibrations, 

all the soil samples were used, which was different from the previous proposed procedure using 

separate calibration for each type of soil [3].  Two types of linear density calibration functions 

were investigated for the backscatter mode. Both functions exhibit the similar performance 

with slight differences. This study also demonstrated that collimation of the emission source 

could considerably reduce the standard deviation of the calibration data compared with the 

experimental results in the backscatter mode. It was noted that some visual fitted curves were 

closer to the experimental results than the straight lines. Unfortunately, no effort was conducted 

to seek a better calibration function. Obviously, if a poor calibration function is chosen, it does 

not make sense to evaluate the experiments based on the standard deviation of the test data 

from the fitting curve.  

With the major deficiencies being overcome, Caltrans practiced using nuclear density and 

moisture gauge in actual construction projects for compaction control. In 1964-1965, a two-

phase field program was undertaken. In the first phase, nuclear tests were conducted by one 

operator using one nuclear soil gauge in five construction projects located in Caltrans Districts 

03 and 10 [20]. In parallel, sand volume tests were also performed at the same location on the 

ground where the nuclear gauge had been placed. Using the sand volume test results and 

nuclear gauge readings, calibration curves were generated with the linear regression method. 

However, the standard deviation ranged from 5 to 10 pcf [20]. Therefore, a method of “multiple 

testing” was proposed to use the average density in compaction control. The second phase 

involved the actual specification of nuclear control testing in the contract special provisions for 

replacing the sand volume tests. The project proved that nuclear test method was ideally suited 

for a wide variety of conditions and materials [5]. Therefore, Caltrans officially started to use 

nuclear gauges in compaction control in 1966. 

From 1966 to 1968, Caltrans extensively investigated the test method using nuclear gauge to 

control soil compaction in the whole state [6,21–25]. The direct transmission type nuclear 

gauges provided an excellent performance with the accuracy comparable to the sand volume 

test. It recommended using a single density calibration curve for all soils for deeper probe 

positions. Field calibration by correlation with in-place densities determined by the sand 

volume method was discouraged, whereas the laboratory calibration with some standard blocks 

was recommended, especially for the direct transmission mode. When widely using nuclear 

gauge in soil compaction control, Caltrans also initiated research on the nuclear test method 

for asphalt pavement compaction control [26]. The major challenge considered was the effect 

of temperature, which could change the radiation readings and affect the workability of gauges. 

Although the calibration curves of a nuclear gauge could be obtained from the gage 

manufacturer or generated by the field test, neither of them is satisfactory, because the 
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manufacturer ones are lack of means for references, whereas the field calibrated ones only have 

a narrow range of field densities with poor accuracy due to the variability of field test method 

and non-uniformity of field materials. To develop a permanent laboratory calibration procedure, 

a comprehensive research project titled “Calibration Standards for Nuclear Gauges” was 

launched in 1968 [9,27]. A set of six master density gage calibration standard blocks was 

established. The set, three calcareous and three siliceous standard blocks, represents the 

predominant mineralogy of California highway soils. Three of the six blocks were cut from 

nature stone and the remainders cast of Portland cement and selected aggregates. A set of two 

moisture standard blocks was also fabricated of silica sand, one of which was kept dry in a 

sealed container and the other was fully saturated with water. A detailed calibration procedure 

was developed as seen in California Test Method 911 (CTM 911) [28], which was later changed 

to CTM 111[29]. 

During the density calibration, a straight line on the semi-logarithmic coordinate as Eq. (1) was 

used, so that only two calibration constants were needed. However, the plot of calibrations 

showed that the relation of densities to count ratios is slightly curvilinear [9], so that the relation 

is approximated by two segments of straight lines with slightly different slopes meeting at 130-

135 pcf, which would obviously need four calibration constants. In addition, an inflexion point 

exists at the joint of the two segments, which has no physical explanation. 

The moisture calibration used a straight line to approximate the relation of moisture contents 

to count ratios. Four types of soils were tested, and research results showed that the lines had 

very similar slope for all types of soils. The difference between lines might be from the effects 

of the structural water and absorbing elements [27].  

Since then, the major efforts of Caltrans were to improve the performance of nuclear gauge 

and to extend the applications of nuclear gauge [10,30–34]. However, the nuclear gauge 

calibration procedure did not change until Zha introduced a procedure for density calibration 

using a set of three metal standard blocks[35], which results in substantial revisions of the 

CTM111. However, the linear regression equation (1) was still adopted, and the calibration 

data of the three metal blocks should still be correlated to those from the six master blocks.  

The equivalent soil densities for the metal blocks were established based on a great amount of 

calibration data conducted by 33 nuclear gauges, and a specific acceptable deviation limit and 

a correlation coefficient limit are introduced to control the repeatability of gauge reading and 

the precision of calibration. However, in the implementation of CTM 111, some major 

problems have been found as follows: 

1. After being used for so many years, the six mater density standard blocks have become 

not stable and changed their densities from year to year [35] and the water tubs in 

moisture calibration have corroded.  



Final Research Report -- Contract No.: 49198-13-26 -- Columbia University & Manhattan College 

 

11 

 

2. The linear regression method for density calibration imposes a correlation 

coefficient limit 0.999 for each calibration curve, which causes a great number of 

nuclear gauges being recalibrated or failed in calibration.  

3. With the appearance of Direct Readout capabilities for most new gauges, because 

the previous Caltrans calibration procedure is not compatible with the built-in 

algorithm, Caltrans testers cannot utilize this function, so that they have difficulties to 

communicate with colleagues from other states. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. BASIC PHYSICS OF RADIATION 

3.1 Radiation 

Radiation is energy in the form of waves of particles. There are two forms of radiation: 

nonionizing and ionizing radiations. Non-ionizing radiation has less energy than ionizing 

radiation; it does not possess enough energy to produce ions. Examples of non-ionizing 



Final Research Report -- Contract No.: 49198-13-26 -- Columbia University & Manhattan College 

 

12 

 

radiation are visible light, infrared, radio waves, microwaves, and sunlight. Ionizing radiation 

is capable of knocking electrons out of their orbits around atoms, upsetting the electron/proton 

balance and giving the atom a positive charge. Electrically charged molecules and atoms are 

called ions. 

There are several types of ionizing radiation: Alpha radiation (α), Beta radiation (β), Photon 

radiation (gamma [γ] and X-ray), and Neutron radiation. Alpha radiation consists of alpha 

particles that are made up of two protons and two neutrons each and that carry a double positive 

charge. Due to their relatively large mass and charge, they have an extremely limited ability to 

penetrate matter. Alpha radiation can be stopped by a piece of paper or the dead outer layer of 

the skin. Beta radiation consists of charged particles that are ejected from an atom’s nucleus 

and that are physically identical to electrons. Beta particles generally have a negative charge, 

are very small and can penetrate more deeply than alpha particles. However, most beta 

radiation can be stopped by small amounts of shielding, such as sheets of plastic, glass or metal. 

Photon radiation is electromagnetic radiation. [Introduction-to Radiation-eng].  

Gamma [γ] and X-ray are often referred to as photon radiations. Gamma radiation consists of 

photons that originate from within the nucleus, and X-ray radiation consists of photons that 

originate from outside the nucleus, and are typically lower in energy than gamma radiation. As 

none of them has charges, they do not directly apply impulses to orbital electrons as alpha and 

beta particles do. Photon radiation proceeds through matter until there is a chance of interaction 

with a particle. If the particle is an electron, it may receive enough energy to be ionized, 

whereupon it causes further ionization by direct interactions with other electrons. Thus, photon 

radiation can penetrate very deeply and sometimes can only be reduced in intensity by materials 

that are quite dense, such as lead or steel. Because these neutral radiations undergo only chance 

encounters with matter, they do not have finite ranges, but rather are attenuated in an 

exponential manner. In other words, a given gamma ray has a definite probability of passing 

through any medium of any depth.  

Neutron is a subatomic particle with no net electric charge and a mass slightly larger than that 

of a proton. Protons and neutrons, each with mass approximately one atomic mass unit, 

constitute the nucleus of an atom. Neutrons lose energy in matter by collisions which transfer 

kinetic energy. This process is called moderation and is most effective if the matter the neutrons 

collide with has about the same mass as the neutron. Once slowed down to the same average 

energy as the matter being interacted with (thermal energies), the neutrons have a much greater 

chance of interacting with a nucleus. Such interactions can result in material becoming 

radioactive or can cause radiation to be given off. Apart from cosmic radiation, spontaneous 

fission is the only natural source of neutrons (n). A common source of neutrons is the nuclear 

reactor, in which the splitting of a uranium or plutonium nucleus is accompanied by the 

emission of neutrons. The neutrons emitted from one fission event can strike the nucleus of an 

adjacent atom and cause another fission event, inducing a chain reaction [36,37]. 
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3.2 Interaction of radiation with matter 

When photon radiations are directed into an object, some of the photons interact with the 

particles of the matter and their energy can be absorbed or scattered.  This absorption and 

scattering is called attenuation. The number of photons transmitted through a material depends 

on the thickness, density and atomic number of the material, and the energy of the individual 

photons. Even when they have the same energy, photons travel different distances within a 

material simply based on the probability of their encounter with one or more of the particles of 

the matter and the type of encounter that occurs.  Since the probability of an encounter 

increases with the distance travelled, the number of photons reaching a specific point within 

the matter decreases exponentially with distance travelled which is illustrated in Figure 3. 

 

Figure 3. Illustration of photons transmitting through a material. 

The formula that describes this curve is: 

                   𝐼 = 𝐼0𝑒−𝜇𝑥                            (1) 
where I is the intensity of photons transmitted across some distance x, I0  is the initial 

intensity of photons, µ is  the linear attenuation coefficient, and x is the travelled distance. 

The linear attenuation coefficient (µ) describes the fraction of a beam of photon radiation that 

is absorbed or scattered per unit thickness of the absorber. This value basically accounts for the 

number of atoms in a cubic cm volume of material and the probability of a photon being 

scattered or absorbed from the nucleus or an electron of one of these atoms.  

Since a linear attenuation coefficient is dependent on the density of a material, the mass 

attenuation coefficient is often reported for convenience. Normalizing  by dividing it by the 

density of the element or compound will produce a value that is constant for a particular 
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element or compound.  This constant (𝜇𝑚 =
𝜇

𝜌
) is known as the mass attenuation coefficient 

and has units of cm2/gm.  

To convert a mass attenuation coefficient (𝜇𝑚) to a linear attenuation coefficient (), simply 

multiply it by the density () of the material. 

𝜇 = 𝜇𝑚𝜌                            (2) 

The attenuation that results due to the interaction between penetrating radiation and matter is 

not a simple process.  A single interaction event between a primary x-ray photon and a particle 

of matter does not usually result in the photon changing to some other form of energy and 

effectively disappearing.  Several interaction events are usually involved and the total 

attenuation is the sum of the attenuation due to different types of interactions. These 

interactions include the photoelectric effect, scattering, and pair production. shows an 

approximation of the total absorption coefficient (µ), in red, for iron plotted as a function of 

radiation energy. The four radiation-matter interactions that contribute to the total absorption 

are shown in black. The four types of interactions are: photoelectric (PE), Compton scattering 

(C), pair production (PP), and Thomson or Rayleigh scattering (R). Since most industrial 

radiography is done in the 0.1 to 1.5 MeV range, it can be seen from the plot that photoelectric 

and Compton scattering account for the majority of attenuation encountered. 

Photoelectric (PE) absorption occurs when the photon is absorbed, resulting in the ejection of 

electrons from the outer shell of the atom, and hence the ionization of the atom. Subsequently, 

the ionized atom returns to the neutral state with the emission of an x-ray characteristic of the 

atom. This subsequent emission of lower energy photons is generally absorbed and does not 

contribute to (or hinder) the image making process. Photoelectron absorption is the dominant 

process for x-ray absorption up to energies of about 500 KeV. Photoelectron absorption is also 

dominant for atoms of high atomic numbers. 

Compton scattering (C) occurs when the incident photon is deflected from its original path by 

an interaction with an electron.  The electron gains energy and is ejected from its orbital 

position.  The photon loses energy due to the interaction but continues to travel through the 

material along an altered path.  Since the scattered photon has less energy, it, therefore, has a 

longer wavelength than the incident photon. The event is also known as incoherent scattering 

because the photon energy change resulting from an interaction is not always orderly and 

consistent. The energy shift depends on the angle of scattering and not on the nature of the 

scattering medium. 
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Figure 4. Summary of different mechanisms that cause attenuation of an incident photon 

beam[38]. 

Pair production (PP) can occur when the photon energy is greater than 1.02 MeV, but really 

only becomes significant at energies around 10 MeV. Pair production occurs when an electron 

and positron are created with the annihilation of the photon. Positrons are very short lived and 

disappear (positron annihilation) with the formation of two photons of 0.51 MeV energy.  Pair 

production is of particular importance when high-energy photons pass through materials of a 

high atomic number. 

Thomson scattering (R), also known as Rayleigh, coherent, or classical scattering, occurs when 

the photon interacts with the whole atom so that the photon is scattered with no change in 

internal energy to the scattering atom, nor to the photon. In this scattering, photons are scattered 

by bound electrons in a process in which the scattering atom is neither excited nor ionized. 

Since coherent scatter is only important at high values of Z and for energies of a few KeV, 

Thomson scattering is never more than a minor contributor to the absorption coefficient. The 

scattering occurs without the loss of energy and is mainly in the forward direction. 

3.3 Attenuation coefficient 

As mentioned previously, the total attenuation is the sum of the attenuation due to different 

types of interactions. Compton scattering is the interaction of the photon with a quasi-

free charged particle, usually an electron. It results in a decrease of energy of the photon which 

is called Compton effect.  The decrease of photon intensity can be calculated as: 

                   𝐼 = 𝐼0𝑒−𝜇𝑚𝜌𝑥                            (3) 
where 𝐼0 is the initial intensity of incident photon, I is the intensity of photon detected at the 

detector, 𝜇𝑚  is called mass attenuation coefficient caused by Compton effect, 𝜌  is the 

http://en.wikipedia.org/wiki/Electric_charge
http://en.wikipedia.org/wiki/Electron
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density of the test material, 𝑥 is the distance that the photon transmits through the test material. 

For the mass attenuation coefficient of test material which contain only one kind of atoms, it 

can be written as: 

                  𝜇𝑚 = 𝐶(𝜆)
𝑍

𝐴
                            (4) 

𝐶(𝜆) is a function of the wave length of incident photon, 𝑍 and A is the atomic number and 

molar mass of the test material, respectively. For hydrogen 
𝑍

𝐴
 is equal to 1, however for other 

atoms, it is 0.5. For material which is formed by differnt atom, the mass attenuation coefficient 

is: 

                 𝜇𝑚 = ∑ 𝜂𝑖𝑖 (𝜇𝑚)𝑖                          (5) 

𝜂𝑖  is the mass ratio of the 𝑖𝑡ℎ  atom, (𝜇𝑚)𝑖  is the mass attenuation coefficient of the 𝑖𝑡ℎ 

atom.         
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4. THEORETICAL MODEL 

In this part, we apply a simple model shown in Figure 5 to illustrate how the moisture content 

affects the density reading. As shown in Figure 5, the photon emitted from the source with 

initial intensity 𝐼0  transmit directly through the test material, then the intensity of photon 

detected at the right side by the detector is 𝐼. Then according to the principle of Compton effect 

introduced in part 2, we can get the relationship between 𝐼 and 𝐼0: 

                   𝐼 = 𝐼0𝑒−𝜇𝑚𝜌𝐿                             (6) 

Based on Eq. (3), and that the mass attenuation coefficient of hydrogen is 𝐶(𝜆)  while it is 

0.5𝐶(𝜆)  for other atoms, then we can write 𝜇𝑚 as: 

𝜇𝑚 = 𝐶(𝜆)(𝜂𝐻 + 0.5𝜂𝑜𝑡ℎ𝑒𝑟𝑠)                       (7) 

𝜂𝐻 and 𝜂𝑜𝑡ℎ𝑒𝑟𝑠 are the mass ratio of hydrogen and other atoms, respectively. 

 

 

Figure 5 Illustration of photon source transmitting and scattering in a material. 

The hydrogen appears in the form of water or moisture in the material mainly, so under the 

assumption that except water in the material, hydrogen does not exist in other forms, therefore 

we can set up the relationship between 𝜇𝑚 and moisture M as follows, here we use the same 

dimension for moisture with density (pcf)，𝑣 is the volume of test marterial. 

𝜂𝑜𝑡ℎ𝑒𝑟𝑠 + 𝜂𝐻 = 1                               (8) 

So, substitute Eq. (8) into Eq. (7), we can rewritten Eq. (7) as: 

𝜇𝑚 =
C(λ)

2
(1 + 𝜂𝐻)                              (9) 

The mass of hydrogen can be written as: 

𝑚𝐻 = 𝑣 ∙ 𝑀 ∙
2

18
=

𝑀𝑣

9
                             (10) 
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Then the mass ratio of hydrogen is: 

𝜂𝐻 =
𝑚𝐻

𝑚𝑡𝑜𝑡𝑎𝑙
=

𝑀𝑣

9

𝜌𝑣
=

𝑀

9𝜌
                            (11) 

Based on Eq. (11), Eq. (9) changes to: 

𝜇𝑚 =
C(λ)

2
(1 +

𝑀

9𝜌
  )                        (12) 

Then using Eq. (12) and (6), we can get the relationship between 𝐼, 𝐼0 and M as: 

𝑙𝑛
𝐼

𝐼0
= −

(𝜌+
𝑀

9
  )𝐿𝐶(𝜆)

2
                        (13) 

According to the principle of nuclear gage, it tests the density based on the change of photon 

intensity, so, from Eq. (13), for material with moisture, the test result is 𝜌 +
𝑀

9
, which is the 

sum of test material density and one ninth of moisture. That means that, in order to get density 

calibration curve of material with moisture, we need to shift the calibration curve for dry 

material by one ninth of moisture. 

Specifically, for material where hydrogen does not exist as form of moisture, such as asphalt, 

we need use the mass ratio of hydrogen in this material to investigate the effect of hydrogen to 

the density reading separately. 

Substitute Eq. (9) to Eq. (6), yields: 

               𝑙𝑛
𝐼

𝐼0
= −

(𝜌+𝜌 𝜂𝐻)𝐿𝐶(𝜆)

2
                             (14) 

Therefore, using the count number got from the testing of this kind of material, hydrogen does 

not exist as form of water, we can get a density based on the density calibration curve used for 

the material without water or hydrogen. Then dividing this density by 1 +  𝜂𝐻, we can get the 

real density for this hydrogen included material. 
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5. EXPERIMENTAL VALIDATION. 

5.1 Mixing design and sample preparation 

To investigate the energy absorption difference for gamma rays among asphalt and sand mixed 

with different foam particles at different moisture contents, totally 26 tanks of samples were 

prepared by the NIST standard size moulds (24″ × 17″ × 12″). For each test, the nuclear source 

was placed through a pre-prepared hole (either pre-drilled for sand material or preinstalled via 

a PVC tube for asphalt binder) located at 4″ (or 6″) from its closed end and 8.5″ from the two 

edges. A schematic illustration is shown in Figure 6. During the test, the Geiger counter 

detector which is embedded in the nuclear gauge device will be placed 10″ away from the 

source rod on the sample surface to count the detected photons for 1 minute. 

 

Figure 6. NIST standard size moulds with PVC tube inside. 

5.1.1 Mixed sand with different foam particles and different moisture contents 

Dry fine natural screened and washed sand (Figure 7 (a)) bought from local Home depot were 

used to mix the foamed polymer particles (Figure 7 (b)) with different moisture contents. The 

density of the sand ranges from 1504.1kg/ m3 to 1661.5 kg/ m3 for loose and compacted one, 

respectively. The foamed polymer particles shown in Figure 7 (b) is the Elemix Type XE 

Concrete Additive provided by NOVA Chemicals Inc. The maximum sphere diameter is 0.25 

inch (6.4 mm), bulk density is 1.10 lb/ft3 (17.6 kg/m3) and specific gravity is 0.0176.  

Five different foam particle volume fractions (0, 4%, 8%, 12%, 16% and 20%) and five 

different moisture contents (2, 4, 6, 8, 10 pcf) were prepared. Our preliminary test showed that 

the dry sand can’t be mixed well with foam particles due to its extreme light weight. The mix 

design of the sand with different foam particles and moisture content is shown in Table 1. The 

gravity for each sample block can be calculated by measuring the weight of the total material 

introduced into the mould and its compacted volume. 
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Figure 7. (a) Natural screened and washed sand; and (b) Foamed polymer particles  

 

Table 1 Mixing design of sand with different amount of foam particle and moisture contents 

Foam 

volume 

fraction 

Added 

components 

Moisture content 

2% 4% 6% 8% 10% 

4% 

Sand (lbs) 219.3 219.3 219.3 219.3 219.3 

Foam (L) 2.674 2.674 2.674 2.674 2.674 

Water (lbs) 4.72 9.44 14.17 18.89 23.61 

Density (lbs/ft3) 95.00 97.00 99.00 101.00 103.00 

8% Sand (lbs) 210.19 210.19 210.19 210.19 210.19 

(a) 

(b) 
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Foam (L) 5.348 5.348 5.348 5.348 5.348 

Water (lbs) 4.72 9.44 14.17 18.89 23.61 

Density (lbs/ft3) 91.26 93.26 95.26 97.26 99.26 

12% 

Sand (lbs) 201.06 201.06 201.06 201.06 201.06 

Foam (L) 8.023 8.023 8.023 8.023 8.023 

Water (lbs) 4.72 9.44 14.17 18.89 23.61 

Density (lbs/ft3) 87.51 89.51 91.51 93.51 95.51 

16% 

Sand (lbs) 192.02 192.02 192.02 192.02 192.02 

Foam (L) 10.697 10.697 10.697 10.697 10.697 

Water (lbs) 4.72 9.44 14.17 18.89 23.61 

Density (lbs/ft3) 83.80 85.80 87.80 89.80 91.80 

20% 

Sand (lbs) 182.76 182.76 182.76 182.76 182.76 

Foam (L) 13.371 13.371 13.371 13.371 13.371 

Water (lbs) 4.72 9.44 14.17 18.89 23.61 

Density (lbs/ft3) 80.00 82.00 84.00 86.00 88.00 

 

The Kushlan Products 350 Direct Drive Mixer was used to mix the particulate composites.  

The 3.5 cu. ft. capacity drum holds up to 180 lbs. premixed composite and the ¾ HP electric 

motor provides 28 rotations per minute. Considering the sample volume to be filled in the 

mould, we divided the material into two parts and mix them separately. The mixing and sample 

preparation procedures are provided as follows (Figure 8): 
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Figure 8 Sample mixing and preparation  

1. Weight half mass of sand and volume of polymer provided in Table 1 into the mixer. 

2. Add half of water of each part into the mixer, then turn on the mixer to make the 

container turn half circle and stop the mixer.  

3. Introduce the left water into the mixer. 

4. Turn on the mixer to mix the polymer, sand and water for five minutes. During the 

mixing process, a plastic hammer was used to knock the drum frequently to prevent 

the material from sticking to the mixer drum boundary. 

5. After mixing, pour the material in to the mould. 

6. Compact the mixed composites to the predetermined volume, which is controlled by 

two lines which were marked at a distance of 7 inches and 2 inches respectively to the 

top edge of the mould. The surface of the prepared sample at its completion stage 

remains a flat one. Figure 9 shows prepared composite sample with mixed sand and 

foaming particle. 
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Figure 9. A prepared composite sample with mixed sand and foaming particles. 

 

5.1.2  Asphalt binder 

The Asphalt Cement with sample grade of PG 64-22 supplied from the Axeon Specialty 

Products, LLC was used in this study. The material properties of the selected Asphalt binder 

provided by the manufacture are summarized in Table 2. 

Table 2 Material properties of Asphalt binder 

Method Test Result units Spec Limit 

AASHTO T228 Specific Gravity @ 77ºF 1.087   

AASHTO T48 Flash Point 289 ºC Min 230 

AASHTO T316 Viscosity @135 ºC 0.461 Pa.s Max 3.0 

 Viscosity @165 ºC 0.125 Pa.s Report 

AASHTO T315 ODSR test temperature 64 ºC  

AASHTO T313 Creep Stiffness @ 60 sec 144 MPa Max 300 

 

For the asphalt binder test, as the nuclear source, which is located in an extendable rod 

embedded in the nuclear gauge, needs to be inserted to different depth of the test samples. Two 

plastic tubes with the same diameter of the nuclear source rod were pre-mounted at the bottom 

of the mould (as shown in Figure 10 (a)). Four barrels of asphalt binder with 75 lbs per each 

were heated to 120 ºC and then pour into the mould which is shown in shown in Figure 10 (b). 

The filling height of the asphalt binder in the mould is 9 inches. 
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Figure 10. Asphalt sample preparations. 

 

5.2 Laboratory testing 

In order to decouple the effects of photon and neutron sources on the count reading, two 

customized nuclear gauges were fabricated by the Troxler Electronic Laboratories. To measure 

the sample density, the Troxler Model 3430 plus was used by taking away the original neutron 

radiation source as shown in Figure 11(a). In the direct transmission position (with the source 

rod extend into the material to be measured), the source rod extends through the base of the 

gauge into a pre-drilled hole to a desired depth (4ʺ, 6ʺ, and 8ʺ). Photons from the cesium-137 

(Cs-137) source in the source rod pass through the test material. While passing through the test 

material, the photons collide with electrons and lose energy. A high material density increases 

the probability of those photon collisions. This decreases the number of photons that reach the 

Geiger-Muller (G-M) detectors in the base of the gauge. Thus, the number of photons reaching 

the detectors is inverse related to the density of the material: the higher the density of the 

material, the fewer the photons that reach the detectors.  

While for moisture measurement, the gauge uses the principle of neutron thermalization to 

monitor the moisture content of a material. The gauge includes an americium-241: beryllium 

(Am-241:Be) source that is fixed in the gauge’s base (Figure 11(b)). Fast neutrons emitted by 

the Am-241:Be source pass into the test material. Multiple collisions between the fast neutrons 

and a similarly sized mass (such as the nuclei of hydrogen atoms) cause the neutrons to slow 

to the point where further collisions with hydrogen or other materials will not continue to 

reduce the neutron energy further. The neutrons are said to have been thermalized. The gauge 

contains a helium-3 detector that is sensitive only to thermalized, or slow neutrons. As a result, 

the moisture counts relate directly to the amount of hydrogen in the material.  
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Figure 11. Nuclear gauge devices: (a) Cs-137 source; and (b) Am-241: Be source. 

A scraper plate was used to further smoothen the compacted sample surface and prepare the 

pre-drilled holes for the source rod to reach to a desired depth. The dimensions of the scraper 

plate match the base of the gauge that they are paired with. This is a safety feature that, once 

the hole has been drilled, a template for the base of the gauge has been created. By simply 

etching around the base of the scraper plate before picking it up, the gauge can be easily placed 

down inside of this etched area and the opening for the source rod will be positioned over the 

hole pre-drilled. By using this method one will be able to use the gauge without ever visually 

seeing the source rod, which will ensure that the exposure to gauge radiation will be minimized. 

For each sample, two pre-drilled holes were prepared, one is located at 4 inches near to its 

adjacent end and another is 6 inches, to investigate the potential boundary effects (Figure 9). 

Before taking a test the gauge was pushed towards the side of the hole with the detector tubes 

to ensure that there is no air gap between the source rod and the side of the hole. During the 

measurement, the count time for both radiation sources was set to 1 minute, which defines how 

long the gauge reads. In general, a longer count time produces better measurement precision. 

Troxler recommends a count time of 1 minute for most sample measurements.  

For the asphalt binder, as the nuclear gauge device (about 20 lbs) is placed on the binder surface 

for certain period (few minutes), which requires that the sample surface to maintain in a flat 

plane. However as the binder is viscoelastic, it is not able to sustain the test gauge for that long 

period. Therefore, two steel bars were shaped and positioned onto the mould to support the 

nuclear gage as shown in Figure 12 (a). A plastic film was further placed on the top surface of 

the asphalt binder to avoid any contamination left on the bottom surface of the nuclear gauge. 
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Figure 12. Asphalt sample testing  

5.3 Test results and interpretations: 

Totally 12 count readings were recorded for each compacted sample (2 radiation sources × 3 

depths × 2 boundaries). The recorded count numbers are shown in Tables 3 - 8. Because of the 

unavailable neutron device during the test, the neutron count number for the sample with 4% 

foaming polymer at 2 pcf moisture content was not recorded. 

Table 3 Nuclear gage reading result for tested material with 4% foaming polymer.  

Moisture 

(pcf) 

Distance to 

Boundary 
Source type 

Depth of source 

4 inches 6 inches 8 inches 

2 

4 ʺ 
Cs-137 93536 77664 56384 

Am-241:Be - - - 

6ʺ 
Cs-137 94496 78400 56288 

Am-241:Be - - - 

4 

4 ʺ 
Cs-137 94240 78496 54688 

Am-241:Be 560 624 720 

6ʺ 
Cs-137 93776 78768 55744 

Am-241:Be 672 800 848 

6 

4 ʺ 
Cs-137 91376 75840 52320 

Am-241:Be 816 1040 1072 

6ʺ 
Cs-137 93264 77344 54192 

Am-241:Be 960 1120 1312 

8 

4 ʺ 
Cs-137 89280 72288 51312 

Am-241:Be 1168 1424 1568 

6ʺ 
Cs-137 89232 72256 50032 

Am-241:Be 1312 1504 1728 

10 

4 ʺ 
Cs-137 88560 70896 48640 

Am-241:Be 1520 1776 1904 

6ʺ 
Cs-137 87952 70960 48512 

Am-241:Be 1680 1936 2064 
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Table 4 Nuclear gage reading result for tested material with 8% foaming polymer.  

Moisture 

(pcf) 

Distance to 

Boundary 
Source type 

Depth of source 

4 inches 6 inches 8 inches 

2 

4 ʺ 
Cs-137 100256 83920 60048 

Am-241:Be 304 384 448 

6ʺ 
Cs-137 101168 84960 60656 

Am-241:Be 352 400 480 

4 

4 ʺ 
Cs-137 97536 81920 59008 

Am-241:Be 576 720 768 

6ʺ 
Cs-137 98848 82944 58928 

Am-241:Be 704 752 880 

6 

4 ʺ 
Cs-137 96560 79184 56784 

Am-241:Be 880 1072 1200 

6ʺ 
Cs-137 97712 81056 56640 

Am-241:Be 928 1088 1216 

8 

4 ʺ 
Cs-137 96160 79536 56304 

Am-241:Be 1152 1376 1536 

6ʺ 
Cs-137 97168 79808 55376 

Am-241:Be 1200 1376 1600 

10 

4 ʺ 
Cs-137 95360 77008 51648 

Am-241:Be 1520 1824 2016 

6ʺ 
Cs-137 95536 77216 52480 

Am-241:Be 1584 2032 2208 

 

Table 5 Nuclear gage reading result for tested material with 12% foaming polymer.  

Moisture 

(pcf) 

Distance to 

Boundary 
Source type 

Depth of source 

4 inches 6 inches 8 inches 

2 

4 ʺ 
Cs-137 106496 90768 66048 

Am-241:Be 336 400 464 

6ʺ 
Cs-137 107344 90816 66048 

Am-241:Be 352 432 512 

4 

4 ʺ 
Cs-137 104656 90368 63856 

Am-241:Be 640 720 928 

6ʺ 
Cs-137 105504 88768 64544 

Am-241:Be 704 864 912 

6 
4 ʺ 

Cs-137 104912 88992 63392 

Am-241:Be 800 992 1168 

6ʺ Cs-137 104544 87968 62656 
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Am-241:Be 928 1120 1248 

8 

4 ʺ 
Cs-137 103008 85904 60608 

Am-241:Be 1184 1376 1600 

6ʺ 
Cs-137 103856 86592 61776 

Am-241:Be 1216 1552 1808 

10 

4 ʺ 
Cs-137 102368 83728 57056 

Am-241:Be 1360 1712 1904 

6ʺ 
Cs-137 102336 84032 57248 

Am-241:Be 1504 1776 2064 

 

Table 6 Nuclear gage reading result for tested material with 16% foaming polymer.  

Moisture 

(pcf) 

Distance to 

Boundary 
Source type 

Depth of source 

4 inches 6 inches 8 inches 

2 

4 ʺ 
Cs-137 115984 99792 73216 

Am-241:Be 304 352 384 

6ʺ 
Cs-137 115696 100160 73680 

Am-241:Be 352 400 416 

4 

4 ʺ 
Cs-137 112160 94560 70416 

Am-241:Be 608 704 752 

6ʺ 
Cs-137 111936 95408 70160 

Am-241:Be 704 720 848 

6 

4 ʺ 
Cs-137 110768 92368 67696 

Am-241:Be 880 1056 1232 

6ʺ 
Cs-137 111792 94080 67440 

Am-241:Be 976 1120 1248 

8 

4 ʺ 
Cs-137 108768 91104 63936 

Am-241:Be 1104 1408 1488 

6ʺ 
Cs-137 109056 91328 65632 

Am-241:Be 1232 1584 1744 

10 

4 ʺ 
Cs-137 105280 86560 60688 

Am-241:Be 1552 1872 2000 

6ʺ 
Cs-137 107168 90288 61792 

Am-241:Be 1632 2016 2128 

 

Table 7 Nuclear gauge reading result for tested material with 20% foaming polymer.  

Moisture 

(pcf) 

Distance to 

Boundary 
Source type 

Depth of source 

4 inches 6 inches 8 inches 

2 4 ʺ 
Cs-137 119168 103664 77760 

Am-241:Be 336 304 336 
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6ʺ 
Cs-137 120048 103296 77536 

Am-241:Be 352 432 512 

4 

4 ʺ 
Cs-137 115312 98912 73216 

Am-241:Be 624 752 736 

6ʺ 
Cs-137 114784 99456 73600 

Am-241:Be 704 848 896 

6 

4 ʺ 
Cs-137 112544 96896 72592 

Am-241:Be 784 944 1056 

6ʺ 
Cs-137 113184 96816 72432 

Am-241:Be 1008 1136 1232 

8 

4 ʺ 
Cs-137 110048 93360 68512 

Am-241:Be 1152 1360 1632 

6ʺ 
Cs-137 111008 93136 68048 

Am-241:Be 1296 1552 1696 

10 

4 ʺ 
Cs-137 110160 90496 63344 

Am-241:Be 1632 2000 2160 

6ʺ 
Cs-137 111136 91056 63776 

Am-241:Be 1824 2080 2256 

 

Table 8 Nuclear gauge reading result for asphalt binder. 

Distance to 

Boundary 

Source type Depth of source 

4ʺ 6ʺ 8ʺ 

4ʺ Cs-137 143504 128832 100592 

Am-241:Be 1104 2320 4096 

6ʺ Cs-137 142528 130560 101936 

Am-241:Be 1088 2336 4160 

 

 

The variances of the counting readings with respect to different polymer volume fractions at 

different boundaries are shown in Error! Reference source not found. to Error! Reference 

source not found..  Error! Reference source not found. and Error! Reference source not 

found. show that the photon count number gradually increase as the polymer volume fraction 

increases.  Notes that for these samples with the same predetermined volume, the density of 

the mixed sample continually decreases as the polymer volume fraction increases. Thus, Error! 

Reference source not found. and Error! Reference source not found. indicates that the 

photon count number gradually increase as their density decrease. For the neutron readings, 

Error! Reference source not found. and Error! Reference source not found. show that, 

excluding the test errors, the neutron count number almost keep constant with respect to the 
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polymer content. It indicates that the neutron number is independent on the sample density 

when the moisture contents in the sample are the same.  It seems from Error! Reference 

source not found. to Error! Reference source not found. that the boundary effects (different 

distances from the radiation sources to the boundary) on both the photon and neutron readings 

are negligible.   

Photon reading V.S. Polymer 
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Figure 13. Photon counting reading with different polymer volume fraction at BC=4ʺ at 

different source depths. 
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Figure 14. Photon counting reading with different polymer volume fraction at BC=6ʺ at 

different source depths. 

The variances of the counting readings with respect to different moisture contents at different 

boundaries are shown in Figure 15 to Error! Reference source not found..  For each sample 

with the same amount of polymer and sand, the density of the sample increases as the added 

water content increases, therefore, as expected, the photon count number continually decreases 

as the moisture content gradually increases.  Along the vertical direction, Figure 15 and 

Figure 16 show that at each moisture content, the photon count number increase as the polymer 

volume fraction increases since their density gradually decreases.  

For the neutron reading, it shows from Error! Reference source not found. and Error! 

Reference source not found. that the neutron count number increases in an approximately 

linear pattern as the moisture content increases, and that all the cures for different polymer 

volume fractions almost merge together. It demonstrates that the neutron count number are 
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only proportional to the moisture content of the sample while independent on the sample 

density. Again, Figure 15 to Figure 20 show that the boundary effects on both the photon and 

neutron readings are negligible.   

Photon reading V.S. Moisture 
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Figure 15. Photon counting reading with different moisture contents at BC=4ʺ at different 

source depths. 
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Figure 16. Photon counting reading with different polymer volume fraction at BC=6ʺ at 

different source depths. 

Neutron reading V.S. Polymer 
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Figure 17. Neutron counting reading with different polymer volume fraction at BC=4ʺ at 

different source depths. 
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Figure 18. Neutron counting reading with different polymer volume fraction at BC=6ʺ at 

different source depths. 
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Neutron reading V.S. Moisture 

 

Figure 19. Neutron counting reading with different moisture contents at BC=4ʺ at different 

source depths. 
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Figure 20. Neutron counting reading with different moisture contents at BC=6ʺ at different 

source depths. 
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5.4 Data analysis 

5.4.1 Decouple of photon attenuation of hydrogen from other types of atoms. 

When a well-collimated nuclear gauge with a narrow energy range is used, the gamma ray 

beam due to the absorption or scattering of the beam is attenuated in accordance with an 

exponential function, which is the same as the radioactive decay function and can be expressed 

as[39]: 

𝐶𝑁 = 𝑎ʹ ∗ 𝑒𝑥𝑝(−𝑏ʹD)                       (15) 

A linear function in the semi-logarithmic coordinate can represent the above relation as 

𝑙𝑛(𝐶𝑁) = 𝑎 − 𝑏 ∗ 𝐷                         (16) 

where 𝑎 =  ln (𝑎ʹ) and 𝑏 = 𝑏ʹ corresponding to Eq. (15).  

Based on the photon reading number for the samples with the same moisture content but with 

different volume fractions of polmer particles, the variances of the density with respcet to the 

logarithmic counting number for different moisture contents at BC = 4ʺ and 6ʺ are shown in 

Figure 22 and Figure 22, respectively. Overall, except the end part when the ln (CN) is 

relative large, the most part of these curves are in a linear trend. Linear regression analysis 

are conducted by the linear curve fitting (𝑙𝑛(𝐶𝑁) = 𝑎 − 𝑏 ∗ 𝐷). The constants of a and b in 

Eq. (16) are obtained by the linear regression analysis and the analysis results are provided in 
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Figure 21 Variances of the density with respcet to ln (CN) for different source depthes  

at BC = 4ʺ. 
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Figure 22 Variances of the density with respcet to ln (C) for different source depthes at  

BC = 6ʺ. 
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In order to decouple the photon reading numbers from the two parts (dry sample and moisture) 

shown in Eq. (15), the counting number for the dry sample need to be predicted first. It is 

assumed that the hydrogen only comes from the moisture in the sand and that there is no 

moisture in the dry sample. As previously stated in the mixing design part, it is not practicable 

to mix the sand with different amount of polymer particle at dry condition, thus the density-

ln(CN) curve at moisture = 0 pcf is not practicable available in this study.  However, it shows 

from Figure 22 that the curve shapes for different moisture contents are quite similar and the 

slopes (b) obtained from the linear regression are close. Considering that the natural errors 

resulted from the laboratory testings might also contribute those discrepancies of b among 

different samples, we assume that all the curves for samples with different moisture share the 

same slope (i.e., they have the same b value). From a statistical point of view, we take an 

average value for all the samples, i.e., 𝑏0 = ∑ 𝑏𝑖5
𝑖=1 /5.  By fixing this constant slope (𝑏 =

𝑏0), one more regression analysis is further conducted by the linear curve fitting (ln(𝐶𝑁) =

𝑎0 − ∑ 𝑏𝑖5
𝑖=1 /5 ∗ 𝐷  to evaluate the viability of this curve fitting quality. The updated 

regression results are presented in Error! Reference source not found.. Based on the updated 

regression results, an individual straight line for each sample with different moisture contents 

(2, 4 … 10 pcf) can be determined, and thus the one for the “imaginary” sample without 

moisture can be obtained by a linear interpolation as shown in Figure 23 which provides that 

𝑎0 = 12.871, 12.926, and 12.908 for the counting readings with different radiation source 

depths, respectively. Therefore, the density of the dry sample without moisture can be deduced 

as ln(𝐶𝑁) = 𝑎0 − 𝑏0 ∗ 𝐷. 

Table 9. The higher 𝑅0
2 indicates that the density-ln(CN) fits in a good linearity. 

 

11.3

11.4

11.5

11.6

11.7

11.8

78 83 88 93 98 103

ln
 (

C
N

)

Density (pcf)

Source depth 4"

Mositure = 2 pcf

Mositure = 4 pcf

Mositure = 6 pcf

Mositure = 8 pcf

Mositure = 10 pcf



Final Research Report -- Contract No.: 49198-13-26 -- Columbia University & Manhattan College 

 

44 

 

 

 

Figure 21 Variances of the density with respcet to ln (CN) for different source depthes  

at BC = 4ʺ. 
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Figure 22 Variances of the density with respcet to ln (C) for different source depthes at  

BC = 6ʺ. 
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In order to decouple the photon reading numbers from the two parts (dry sample and moisture) 

shown in Eq. (15), the counting number for the dry sample need to be predicted first. It is 

assumed that the hydrogen only comes from the moisture in the sand and that there is no 

moisture in the dry sample. As previously stated in the mixing design part, it is not practicable 

to mix the sand with different amount of polymer particle at dry condition, thus the density-

ln(CN) curve at moisture = 0 pcf is not practicable available in this study.  However, it shows 

from Figure 22 that the curve shapes for different moisture contents are quite similar and the 

slopes (b) obtained from the linear regression are close. Considering that the natural errors 

resulted from the laboratory testings might also contribute those discrepancies of b among 

different samples, we assume that all the curves for samples with different moisture share the 

same slope (i.e., they have the same b value). From a statistical point of view, we take an 

average value for all the samples, i.e., 𝑏0 = ∑ 𝑏𝑖5
𝑖=1 /5.  By fixing this constant slope (𝑏 =

𝑏0), one more regression analysis is further conducted by the linear curve fitting (ln(𝐶𝑁) =

𝑎0 − ∑ 𝑏𝑖5
𝑖=1 /5 ∗ 𝐷  to evaluate the viability of this curve fitting quality. The updated 

regression results are presented in Error! Reference source not found.. Based on the updated 

regression results, an individual straight line for each sample with different moisture contents 

(2, 4 … 10 pcf) can be determined, and thus the one for the “imaginary” sample without 

moisture can be obtained by a linear interpolation as shown in Figure 23 which provides that 

𝑎0 = 12.871, 12.926, and 12.908 for the counting readings with different radiation source 

depths, respectively. Therefore, the density of the dry sample without moisture can be deduced 

as ln(𝐶𝑁) = 𝑎0 − 𝑏0 ∗ 𝐷. 

Table 9. Regression analysis results for ln(𝐶𝑁) = 𝑎 − 𝑏 ∗ 𝐷. 

Source 

Depth 

Moisture  

(pcf) 

Initial regression Second regression  

a b 𝑅2 𝑎0 𝑏0 𝑅0
2 

4" 2 13.0146 0.01635 99.07% 12.884 0.01491 98.3% 

4 12.82087 0.01410 98.21% 12.896 0.01491 97.9% 

6 12.88219 0.01461 97.26% 12.912 0.01491 97.2% 

8 12.90734 0.01473 94.67% 12.924 0.01491 94.7% 

10 12.92575 0.01477 95.25% 12.935 0.01491 95.2% 

6" 2 13.09090 0.01910 98.17% 12.936 0.01730 97.3% 

4 12.84171 0.01618 99.29% 12.942 0.01730 98.8% 

6 12.93314 0.01707 97.78% 12.951 0.01730 97.8% 

8 12.94423 0.01714 94.08% 12.960 0.01730 94.1% 

10 12.93857 0.01700 96.04% 12.969 0.01730 96.0% 
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8" 2 13.0526088 0.02228 99.02% 12.910 0.02068 98.5% 

4 12.8143941 0.01948 98.93% 12.915 0.02068 98.6% 

6 13.0233588 0.02174 99.61% 12.925 0.02068 99.4% 

8 12.9569056 0.02094 96.02% 12.930 0.02068 96.0 % 

10 12.7516533 0.01895 97.84% 12.924 0.02068 97.0% 
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Figure 23. Interpolation to determine the dry sample fitting curve.  

Figure 24 shows the variance of the value 
ln (CN)−(𝑎0−𝑏0∗𝐷)

H
  with respect to the density of the 

tested material with different moisture, where H is proportional to the moisture content per 

cubic feet as no other hydrogen resources are considered. Ideally this normalized term is 

supposed to be merged into a single value (a straight line in horizontal direction). However, 

because of the inevitable testing errors among other unknown reasons, certain fluctuations are 

observed in Figure 24, especially for the one with moisture content of 2 pcf which is obviously 

out of the trend. Nevertheless, the rest of samples (with moisture of 4, 6, 8 and 10 pcfs) are 

shown in a good trend and consistency. Therefore, the ideally converged one is assumed to the 

average of all the value shown in Figure 24 by excluding the first sample (with 2pcf moisture 

content), i.e., k = 6.368e-3, 4.263e-3 and 2.609 for the three source depths 4", 6" and 8", 

respectively.  
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Figure 24. Variance of the relative density ratio 
D−(𝑎0−𝑏0∗𝑙𝑛(𝐶𝑁))

𝐻
  with respect to the density 

of the tested materials with different moisture contents. 

Based on this converged value k, the relationship among the count number, density and the 

moisture content of a tested sample can be eventually established by the following equation: 

ln(𝐶𝑁) = 𝑏 − 𝑘1𝐷 + 𝑘2𝐻                    (17) 

which can be used as a calibration function with the parameters 𝑏, 𝑘1  and 𝑘2  to be 

determined. Once they are calibrated with standard blocks, the density of a test sample can be 

determined as: 

𝐷 = 𝑏/𝑘1 + 𝑘2/𝑘1𝐻 − ln(𝐶𝑁) /𝑘1                    (18) 
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5.4.2 Neutron attenuation 

As shown in Figure 19 and Figure 20, the neutron count number increases proportionally as 

the moisture content increases while independent of the polymer volume fractions (densities). 

Therefore, the moisture content of a test material can be uniquely determined by the reading 

neutron count numbers once the moisture content (MC) - neutron count number (CNNe) 

coefficient is calibrated. In order to obtain this coefficient, linear regression analyses were 

conducted on the correlation between the neutron count numbers and the moisture content 

shown in Figure 19 and Figure 20. The regression results are provided in Table 10, it indicates 

that the MC- CNNe coefficient increases as the source depth increases. However, in each source 

depth, these coefficients are quite consistent as indicated by the small value of coefficient of 

variations (COV). Therefore, an average value is applied from the five individual samples for 

each source depth, which is summarized in Table 10. It also shows that the MC- CNNe 

coefficient of BC = 6"is slightly larger than that of BC = 4", indicating that the source boundary 

condition might have certain effects on the neutron count numbers.  

Table 10 Regression analysis of the Moisture-neutron count number coefficients 

Foam 

volume 

fraction  

(%) 

Moisture-neutron count number coefficient 

BC=4" with different source depths BC=6" with different source depths 

4" 6" 8" 4" 6" 8" 

4 150.7 179.9 192.9 166.4 190.8 209.4 

8 149.3 177.8 196.8 152.7 191.8 210.5 

12 135.8 168.0 188.1 147.7 178.5 207.8 

16 149.0 184.0 197.0 158.2 200.5 214.6 

20 153.8 190.9 214.4 175.1 200.7 216.7 

Ave. 147.7 180.1 197.8 160.0 192.4 211.8 

COV 4.7% 4.7% 5.0% 6.8% 4.7% 1.8% 

 

5.4.3 Final decoupled model for density measurement  

Based on the MC - CNNe coefficient obtained in Table 10 and the recorded neutron count 

numbers provided in Table 8, the hydrogen (in an equivalent form of moisture content) can be 

determined by 𝑀𝐶 = 𝐶𝑁𝑁𝑒/𝜆. Therefore, once the photon and neutron count number readings 

are available, the density of a test material can be uniquely determined by these two readings 

through Eq. (19) as  

D = 𝑘1 − 𝑘2 ln(𝐶𝑁) + 𝑘ℎ𝐶𝑁𝑁𝑒                      (19) 
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where 𝑘ℎ =  
𝑘0

𝜆
⁄  reflecting the hydrogen (or moisture) effect on the density measurement 

based on the neutron count numbers.  
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6. IMPROVED NUCLEAR TEST METHOD AND DEMONSTRATION 

6.1 Density prediction of the mixed sand composites   

Based on the discovery of this function of CN related to D and H in Eq. (17), we can develop 

a new calibration method of the nuclear gages with a minimum of 3 calibration blocks 

including one aluminium (2.7g/cc), one magnesium (1.74g/cc) and one polymer blocks (say 

0.95g/cc) with hydrogen content known (say 14.3 wt%). The first two can be used to determine 

k1 and b, whereas the last one can be used to determine k2. Redundant blocks can be used to 

reduce the accidental errors and improve the accuracy. At the same time, the last two blocks 

can be used to calibrate the moisture measurement function for neutron scattering with zero 

and another non-zero hydrogen contents because the hydrogen content is linear with the 

neutron count readings. Once the calibration function for a measurement mode is constructed, 

we can obtain the calibration table for actual measurements.  

During the practical tests, once the nuclear gage is calibrated with the new formulation and 

procedure, one can use counting number of the neutron scattering for hydrogen content (H) and 

then use the counting number of the photon (CN) and H to calculate the density. Because the 

H atoms generally exhibit a small weight in pavement materials, the actual density can be 

approximated as the density without hydrogen. Therefore, we can use the calibration function 

to obtain the density immediately.     

Because the major improvements are through the fundamental testing principles, the main 

changes are conducted through the calibration method and count reading analysis. The 

improved test method will be economically feasible and easy to use as the existing nuclear test 

method. The team is seeking the opportunity to transfer this technology to industry and 

demonstrate the method through the field projects. The developed technology together with the 

new hardware will be released and produce national and international impact on asphalt 

pavement construction. 

To demonstrate this method, we can use the parameters calculated from our measurement data 

as the calibration function. Then we can re-predict the density from our measurement data. The 

difference between the prediction and the measurement of density can be used to self-evaluate 

the consistency of this method.  

From the photon reading count number from the different source depths, the density of the 

mixed sand composites are predicted by Eq. (18) for all the mixed sand composites at BC = 6" 

(when the radiation source rod was placed 4" from its nearest boundary), which are provided 

in Figure 25. It shows that there is certain discrepancy between the prediction and the real value 

when the source depth is 4" from the sample surface. However, when the source depth is 

relatively at a distance away, say 6" and 8" from the sample surface, the predicted density of 

the test material based on the presented model agrees very well with the real one for the samples 

with all the studied moisture contents. 
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Figure 25. Comparisons of the predicted density by the present model and the real one for 

samples with different moisture contents at BC = 6 ʺ.   

To further validate the developed model, the photon count numbers of all the mixed sand 

composites at BC = 4" are applied to predict the sample density. The prediction results are 

provided in Figure 26, it shows again that the present model underestimates the density of the 

test samples. However, the predicted densities match well with the real ones for all samples 

with different moisture contents.  
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Figure 26. Density comparisons between the prediction by the present model and the real one 

at BC=4".   

85

90

95

100

0 5 10 15 20

D
en

si
ty

 (
p

cf
)

Ploymer (%)

Moisture content = 8 pcf

Real Density

Prediction at 4"

Prediction at 6"

Prediction at 8"

85

90

95

100

105

0 5 10 15 20

D
en

si
ty

 (
p
cf

)

Ploymer (%)

Moisture content = 10 pcf

Real Density

Prediction at 4"

Prediction at 6"

Prediction at 8"



Final Research Report -- Contract No.: 49198-13-26 -- Columbia University & Manhattan College 

 

57 

 

 

Figure 27. Overall discrepancies between the predicted densities by the decoupled model and 

the real ones at BC= 4". 

 

Figure 28. Overall discrepancies between the predicted densities by the decoupled model and 

the real ones at BC= 6". 
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The overall discrepancies between the predicted densities by the decoupled model and the real 

ones for all the tested samples at BC = 4" and BC = 6" are shown in Figure 27 and Figure 28, 

respectively. While a quantitative assessment of the developed model is presented in Table 11, 

which provides the coefficient of determination of the predictions and the real densities. Expect 

the predictions at the 4" (source depth = 4"), the coefficient of determination for the predictions 

at 6" and 8" are larger than 95%. It demonstrates again that the presented model is able to 

accurately predict the density of a material with different moisture contents. 

It shows from Figure 27, Figure 28 and Table 11 that the all the densities predicted by the 

presented decoupled model provide a satisfactory assessment for all the samples tested in this 

study. While the predictions from the count numbers measured at source depths of 6" and 8" 

agree better with the real ones than that at source depth of 4". It indicates that more reliable 

density measurements will be obtained by placing the nuclear gauge's source rod into a deeper 

position to read the count numbers. Notice that a shielding material with certain height is 

embedded in the nuclear gauge device to protect emission from the radioactive source when 

the source rod placed in a safety position. As a result, certain amount of photons will be 

shielded by this shielding material in a measurement when the source rod is placed in a 

relatively shallow position. It's exciting to notice that this presented model is able to disclose 

this shielding effect. Thus the present study recommends that the source rod be placed in a 

relatively deeper position (say h ≥ 6") in order to obtain a reliable measurement.  

Table 11 Coefficient of determination (R2) 

Moisture 

content 

(pcf) 

BC=4" BC=6" 

4" 6" 8" 4" 6" 8" 

2 85.63 95.29 98.20 81.63 96.62 98.26 

4 90.26 97.38 98.62 89.02 98.94 98.62 

6 86.65 96.07 98.18 85.24 97.69 99.24 

8 85.91 95.36 98.25 80.51 93.81 95.62 

10 82.61 95.42 91.85 79.47 95.97 94.95 

 

6.2 Prediction for Asphalt binder and validation 

The goal of this project is to improve the accuracy and consistency of the nuclear test methods 

in asphalt pavement construction through decoupling the attenuation effect of electrons of 

hydrogen and other types of atoms. To this end, the density of the asphalt binder is predicted 

through this decoupled model, the real density of the binder prepared in this study is used to 

compare the predicted one and at the meanwhile to validate this model.  The predicted density 

of the asphalt binder based on the present model is provided in Error! Reference source not 
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found..  Compared to the real density, the predictions based on the present model at different 

boundary conditions and source depths are about 0.8% to 3.5% higher than the real one, 

demonstrating that the overall accuracy and consistency of the presented model are acceptable.  

Table 12 Density prediction and validation  

 BC= Source depth 

4ʺ 6ʺ 8ʺ 

Predictions 

(pcf) 

4ʺ 68.24 70.21 69.79 

6ʺ 68.41 69.26 69.01 

Real density (pcf) 67.86 
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7. SUMMARY AND CONCLUSIONS 

In this study, the photon absorptions of mixed composites with different density and moisture 

contents have been investigated using different nuclear sources. The nuclear gauge count 

reading changing with material density and moisture contents have been characterized and 

modelled. The correlation between actual block densities and nuclear gauge count readings has 

been analyzed, through which the effect of the moisture on the density reading gets better 

understood and the accuracy and consistency of the nuclear test methods are enhanced. 

The present study improves the accuracy and consistency of the nuclear test methods in 

pavement construction through decoupling the attenuation effect of electrons of hydrogen and 

other types of atoms. A NIST standard mold with fine aggregate mixed with different contents 

of foam particles and water have been used for nuclear reading in the direct transmission mode. 

The hydrogen content (H) (and the associated moisture content) has been first measured by 

neutron scattering. We assume the pure fine aggregate does not contain any hydrogen, which 

can be used to calibrate the dry density versus the count numbers. Using the count numbers 

(CN) versus actual density (D) at different hydrogen contents, one can obtain the effects of 

hydrogen atoms and therefore derive the function of CN in term of D and H in the log scale, 

which exhibits a linear trend approximately as ln(CN) = -k1 D + k2 H + 𝑏. Our investigation 

also disclosed that the effect of the mold boundary can be disregarded as long as the source is 

beyond 4" to the boundary, but the transmission distance from the source to the detector has 

significant effect so that the function has different forms for different source depths. Once the 

photon and neutron count number readings are available, the density of a test material can be 

uniquely determined by these two readings through the decoupled model: D = 𝑘1 −

𝑘2 ln(𝐶𝑁) + 𝑘ℎ𝐶𝑁𝑁𝑒. Because of the shielding mechanism configured in the nuclear gauge 

device, the present study recommends that the source rod be placed in a relatively deeper 

position (say h ≥ 6") in order to obtain a reliable measurement. 

Based on the discovery of this function of CN related to D and H, we can develop a new 

calibration method of the nuclear gages with ≥3 calibration blocks including one aluminium, 

one magnesium and one polymer blocks with hydrogen content known. The first two can be 

used to determine k1 and b, whereas the last one can be used to determine k2. Redundant blocks 

can be used to reduce the accidental errors and improve the accuracy. At the same time, the 

last two blocks can be used to calibrate the moisture measurement function for neutron 

scattering. Once the calibration function for a measurement mode is constructed, we can obtain 

the calibration table for actual measurements.  

Because the major improvements are through the fundamental testing principles, the main 

changes are conducted through the calibration method and count reading analysis. The 

improved test method will be economically feasible and easy to use as the existing nuclear test 

method. The team is seeking the opportunity to transfer this technology to industry and 

demonstrate the method through the field projects. The developed technology together with the 
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new hardware will be released and produce national and international impact on asphalt 

pavement construction. 
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